Introduction

In today’s global digital ecosystem, mobile phone cameras can document and distribute images of physical violence. Drones and satellites can assess disasters from afar. Big data collected from social media can provide real-time awareness about political protests. Yet practitioners, researchers, and policymakers face unique challenges and opportunities when assessing technological benefit, risk, and harm. How can these technologies be used responsibly to assist those in need, prevent abuse, and protect people from harm?

For some years now, the humanitarian and development communities have explored new data-driven approaches, innovations, and interventions. However, for human rights and human security decision-makers distinct questions emerge, particularly when collecting personal data for case analysis and protection beyond crisis events. Releasing cell phone data might assist first responders to track disease outbreaks. But should the same data be shared for long-term issues such as human trafficking? Collecting aggregate population data can inform economic policies on poverty. Yet what about mining those data sources to personally identify someone who is at immediate risk of gender-based violence?

Data and information have always been important for these fields. What is new is the evolving nature of data, which springs from an array of digital technologies – from social media and mobile devices to the Web and Internet of Things. Massive amounts of data can be stored and analyzed through advances in search, pattern recognition, and visualization. Data can be collected in real time, shared (or intercepted) in an instant, and persist over time. Social factors cannot be separated from data or the interpretation of data. Raw data, for example, fundamentally comes with social biases and assumptions. Or in the case of networked data, wherein information collected from one person can reveal social relationships and characteristics about others unbeknownst to them.

Can the data-driven technologies that are transforming various aspects of our commercial and social lives have the potential to address human suffering, empowerment, and justice? The problem is that we simply do not know all the positive and negative impacts these new technologies will bring, which makes it difficult to make informed decisions in the present. We do not yet know how data science, computation, and design thinking might influence traditional legal, interventionist, economic, and protectionist frameworks.

To understand how cutting-edge technological innovation can be applied in the human rights and security arenas often requires cross-disciplinary “translation” work. Human rights experts may not have the vocabulary to convey their “asks” to engineers or statisticians. Similarly, software developers may know little about consequences to vulnerable populations. A translator or broker is often needed for diverse actors to establish a baseline understanding around data, evaluate the efficacy of emerging technologies, and develop actionable strategies. Ideally, stakeholders would coordinate to develop evidence-based guidelines and policies before data interventions are applied in the field. Deploying new tools without appropriate safeguards – even when the situation calls for a rapid response – can increase risk to beneficiaries.

This primer seeks to highlight and anticipate the emergent complexities at the intersection of data, human rights, and human security. More tensions and questions than definitive answers are identified below and some concepts blur into others. That is to say, this primer argues that more foundational work and leadership is needed in this area. Indeed, these issues should be addressed early and systematically, before well-intentioned data-driven interventions fail to assist—or even harm—intended beneficiaries. Eventually, common frameworks and guiding principles will need to come from this field of research in order for stakeholders across sectors to accelerate data benefits and mitigate risks. Naturally, overlap exists in current efforts to establish responsible data guidelines from intergovernmental organizations, NGOs, business, and researchers: Integrating human rights and security perspectives should make for a more robust conversation.

Key Issues/Tensions

Accuracy, Validity, & Prediction:
How should data analytics be used to make decisions in human rights and security domains?

New technologies enable awareness (and potential intervention) into the physical, social, and political environment more quickly than ever before. Analytic tools can filter through huge amounts of data to find signals of potential threats and identify individuals in need. However, big data analysis deals in possible correlations, not causation nor objectivity. Serious concerns about sampling, representation, and population estimates call into question the utility of big data in policy making. Moreover, all big data sets give a biased view of reality as individuals and attributes will be excluded. New requirements for disclosing biases may be needed to alert decision-makers to avoid hasty generalizations.

The notion of substituting big data inferences for deep expertise and judgment raises particular concerns where the consequences to human lives are paramount. Data gathered from crowdsourcing, social media, and mobile phones can give unprecedented insight for individual case analysis. But can this data used for policy making and resource allocation? Quantitative analysis from big data can provide the “scaffolding” that builds up a case. But is qualitative research ultimately necessary to verify evidence? Predictive modeling of potential violations or abuses may be new for some in the human rights community. Yet human security organizations have used predictive techniques for crisis and conflict modeling for some time. Large troves of data allow for new kinds of decision-making and enable predictions about future actions. The potential for human rights observers to predict violations such as mass atrocities suggests a unique paradigm where preventive measures can be implemented instead of documenting and intervening after the fact. Yet predictive models based on big data are prone to error. What types of data are appropriate in what contexts? What are the appropriate threshold levels of acceptable error for human rights and security?

Data-driven monitoring and modeling of human rights abuses may capture previously unobserved phenomena, but may also generate false positives or false negatives. For example, one statistical model claims to predict about 80 percent of political coups in a given year. Even if this rate is accurate, it is cold comfort to the citizens in the countries that the model missed. It remains unclear what interventions are appropriate based on types of data or acceptable error. Who is responsible for actions based on inaccurate data, models, or predictions?


Risks, Harms, & Benefits: What risks and benefits frameworks will guide decision makers about data-driven interventions?

Kranzberg’s first law of technology states, “technology is neither good nor bad; nor is it neutral.” Advocates, researchers, and policymakers can use new technologies and big data to better understand the contours of state repression or human rights abuses. An increasingly open and connected world should make it more difficult for authoritarians to repress in secret. For example, Google Earth and the United States Holocaust Museum partnered to capture satellite data of the Darfur crisis. Amnesty International and the American Association for the Advancement of Science have similarly used geospatial technologies to detect atrocities in Syria.

Tools that shed light on repressive regimes may, in the wrong hands, be used to monitor and repress those who challenge the state. For example, in the Syrian conflict, fake Facebook and Twitter login pages were created to capture the personal information of dissidents organizing on the internet. Harms from data revelations range from physical violence, to retribution, to shaming. Yet a far more precise taxonomy of data related harms is needed. Metrics are needed to inform decisions based on data risks, harms, and benefits. Who has the authority to make these decisions? When should privacy impact assessments be mandated (and enforced) either by government or self-regulatory mechanisms? Can these decisions be embedded into the design and development of data-centric technologies and software?

Balancing Immediate Threats & Values: Should values like privacy fluctuate in the face of immediate threats?

Immediate threats to people’s lives can create tensions between core values around data. The graph below depicts one tradeoff model (among many) between threats and values (such as privacy) over time. For example, during the immediate response to the Ebola outbreak, information such as individual names, characteristics, photographs, and addresses were circulated to aid workers trying to contain the spread of the virus. During times of extreme crisis the concern over data privacy may
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have been low (see dotted line). But as the threat to life diminishes over time, the value of privacy concerns increases. But not all situations follow this model. After the crisis phase for Ebola, some survivors were stigmatized were left vulnerable. Indeed, the very act of collecting or sharing data can increase the risk of violence or retribution. In other scenarios, privacy concerns can remain high in relation to threats over time. In the perspective of some stakeholders, like first responders, their operational mode is only the high threat realm, while others have a multi-year horizon for a particular issue or geographic area.

Such tradeoffs require measured assessments, which are often unclear and ambiguous when data is readily available, easy to collect, or simple to share. An abundance of caution may protect privacy interests, but could hinder aid efforts. How should rights and security officials measure values like data privacy against threats to those they have a responsibility to protect?

Adaptation/Unintended Consequences:
How will data collection and monitoring shape the practices of those that repress or advocate for human rights?

Advanced data collection and data mining techniques can alter how human rights situations are monitored and witnessed. Just as citizens may internalize and adjust their behavior to avoid government systems of surveillance, authoritarian regimes might pursue less visible forms of repression and abuse in response to the changing landscape of human rights monitoring. Research suggests “clean torture” techniques that minimize visible evidence of torture are a consequence of

---

increased scrutiny on the state that finds new ways to evade detection. At the same time, human rights activists may need to act with more care, as safe spaces may be targeted by repressive regimes. What forms of abuses or repression will remain invisible in the digital environment? How might the introduction of data-centric technologies or techniques inadvertently cause harm to intended beneficiaries?

**Governance & Accountability:**
How can data regulation, policy, and standards effectively govern and provide accountability?

It is incumbent on policymakers to seek guidance on emerging data ethics, laws, and policies. Governance and accountability might come in forms such as industry ethics boards, new intergovernmental policies, or the reevaluation of current national laws. For example, some evidence gathered using new technologies is not admissible in national courts or international tribunals. In 2013, Amnesty International declared an “urgent need for guidelines on the reliability and admissibility rules of social media and video evidence.”

Governments and international bodies, such as the European Court of Human Rights, have also begun to explore how personal data should be balanced in light of conventions on civil and human rights. How will privacy as human right reconcile with rights to data ownership or freedom of information? Who is accountable when bad decisions are based on algorithms? What is the value of accountability principles like transparency when big data algorithms are increasingly complex and opaque?

**Collecting, Sharing, & Security:**
How should human rights and human security data be responsibly collected, stored, secured, and shared?

Concerns regarding the collection, security, and availability of sensitive data on vulnerable populations are nothing new. Yet, it is important for human rights and security professionals to understand that digital environments create new vulnerabilities from mishandling or cyberattacks. Some human rights interventions rely on a “truth and reconciliation” framework that emphasizes the public disclosure of human rights violations and repression. On the other hand, inadvertently releasing data can result in irrevocable harm. If an adversary such as a perpetrator of abuse gains access to sensitive information on a victim the consequence can include acts of violence or retribution.
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Human rights workers will need to avoid breaches or misuse of the data that they collect, use, analyze, and store. The UN Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression has stressed the importance of privacy, encryption, and anonymity in forwarding basic human rights. Journalists reporting on human rights abuses or serving as government watchdogs are also key beneficiaries of better encryption tools. Where do cybersecurity, privacy, and encryption intersect with human rights and human security?

If the demand or dependency for data derived from new technologies becomes more widespread, the “data-driven” mantra might start to shape project design, workflows, or practices in human security and human rights fields. At the same time, practitioners should ensure that data collection is proportional, accurate, and confidential, and that use of the data is legitimate, fair, and accountable. Furthermore, citizens or beneficiaries are often not aware their data is being collected. Obtaining the consent from those whose data is being collected is already a fraught issue and adding a human rights or security element adds to the debate. Should informed consent be reexamined? Do privacy concerns apply to data collected from openly available sources online? When should the amount and kind of data collection be maximized or minimized for vulnerable populations? How long should data be retained? How should risk be assessed for data that cannot be fully anonymized? How can technologies help ensure shared data is used for legitimate purposes?

The protocols and practices around data sharing across private and public sectors are only beginning to be discussed. Do private sector actors who collect and sell commercial data have a responsibility to share data with human rights and human security officials? How can advances in encryption facilitate the sharing of sensitive data or inadvertently increase vulnerability? How can encryption tools, such as Tor, secure data and communications in rights and security contexts?

Aggregation vs. Identification:
How should the human rights and human security fields interact with data tools and techniques that can identify specific individuals at risk?
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In contexts such as data for development, aggregate population statistics can be used to make policy decisions affecting large numbers of beneficiaries. Yet human rights and security interventions can operate at a small scale or individual case level. If a data set contains a signal that an individual is actively being exploited or is in immediate danger, practitioners must decide whether that individual should be identified. Does the opportunity to provide assistance outweigh the possible consequences of revealing personal information? How great a harm should the person face in order to justify an invasion of privacy, and should uncertainty as to the field’s ability to actually provide assistance affect the decision? Finally, who makes these decisions and how can they be approached responsibly?

Context & Power Dynamics:
Can general guidelines and principles be established for data interventions whose social applications are deeply contextual and enmeshed in power relationships?

Through policy discussions and case studies, experts can derive general frameworks and guiding principles for future data interventions. However, there is a possibility that no standards can be generalized, given that each intervention occurs within a particular culture, time, and place. In some locations, the technological infrastructure may not support the tool. Types of data, like call details records, may be owned by the State rather than a private entity. Data-driven interventions may be met with suspicion in locations impacted by colonial oppression, repressive State surveillance, or mistrust of foreign corporations. The very introduction of data-centered technologies can both reveal and exacerbate power relations and asymmetries such as mapping tools that could unexpectedly make political affiliations visible. Technologists and subject matter experts might anticipate unforeseen outcomes by including the voices of intended local beneficiaries into the design and engineering of data-centered interventions. How might interventions reinforce existing structural conditions like racism or gender discrimination? Who are data-centered technologies ultimately empowering or disempowering?

Stakeholders

The introduction of new technologies brings new stakeholders, issues, and responsibilities to the table. As technologies intended for one purpose are deployed to other domains, their deployment might lack context specific values and the potential impact may be uncertain. It is critical that actors coordinate across organizations and disciplines to evaluate benefits, threats, adversaries, and risks. Technology firms, academic computer scientists, or software developers whose work appears unrelated to human rights could have data and analytic tools that could help practitioners monitor or protect human rights and security. Human rights organizations could benefit tremendously from these resources but need to understand the limitations and risks.

Traditional stakeholders now face decisions on whether integrating data-centric technologies — or even hiring a data scientist — will advance or detract from their primary objectives and missions.
The graphic above represents an ideal model for incorporating both new and traditional stakeholders to coordinate around data-driven interventions. Translators and brokers serve to connect both within and across stakeholder groups to develop a common understanding of technological approaches and responsible actions. People-centered human security and rights frameworks place beneficiaries as the ultimate focal point of any data-driven intervention.

**NGOs**

Nongovernmental organizations have long served as “information brokers” in the human rights space. These actors have traditionally monitored rights and security conditions locally and internationally, and pressured state power to act upon their findings. In a data-saturated world, these stakeholders are increasingly playing a crucial role in data-driven interventions.
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entities face decisions like whether to crowd-source online data, use remote sensing technologies, or to deploy staff “on the ground.” These organizations must decide how to integrate these new techniques with traditional forms of information gathering. Where they do rely on new data collection technologies, they should address issues like validity, bias, evidence, and security. Expertise in data, statistics, and analytics are often needed to bridge the knowledge gap between technological application and the deep contextual knowledge of subject matter experts.

**Academia/Non-profit Research**

Academics have generated and analyzed data on human rights and human security through indices like the Political Terror Scale and the Human Rights Data Project. Researchers from the Human Rights Data Analysis Group (an independent non-profit) are creating innovative statistical techniques to document and estimate human rights violations. Recently, data mining projects from social media and print journalism collect large disaggregated data on previously obscured human rights phenomena. Academic research can produce rigorous results that can advance many aspects of human rights and security work. However, those who might cite or utilize these studies must carefully consider the scope, methodology, and limitations before making policy or operational decisions.

A number of academic advances in computer and data science can assist in the human rights and security fields, such as machine learning, artificial intelligence, natural language processing, visualization, vision, distributed processing, cybersecurity, search, and classification. As these new academic actors conduct applied research in human rights or security fields it is incumbent upon them to seek an understanding of the social consequences of their discoveries. For example, researchers can apply modeling techniques to predict human rights crises, often advising governments and intergovernmental organizations on how to best focus their efforts. Yet, the transfer of technology from academia to stakeholders heightens the debate surrounding the ethics, use, and purpose of data research. A laboratory environment can provide a space for experimentation with technologies and
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human rights and security, yet application in the field is ultimately necessary. Including human rights and security subject matter experts at the earliest stages of scientific research and development (i.e. practice-informed project design) can mitigate unintended consequences to beneficiaries.

Private Sector

The technology sector has unparalleled expertise and access to talent, raw data, storage, and advanced analytics. Business has the resources and capacity to conduct basic research and development, test ideas, and bring them to market. But design and development workflows that encourage iteration and failure could result in grave consequences in the rights and security contexts. It is also not new that the same products companies view as socially beneficial may be used by those in power to facilitate human rights abuses.

Business has unique responsibilities to “protect, respect, and remedy” according to the UN Human Rights Council. The technology sector should explore innovating in keeping with this framework. In recent years, “data philanthropy” has emerged as a model by which the private sector can share data for social good. Such models serve to align incentives for business to responsibly leverage their data assets to addresses crucial global issues. Yet, concerns over ownership of data, dependency, and power relationships between data businesses and consumers loom large. To ensure safeguards and mitigate unintended consequences, technology companies seeking to enter into the human rights or human security spaces should seek counsel from a range of stakeholders.

Technologists

Technologists, dispersed across sectors and organizations, can provide much needed skills towards human rights and security projects. In fact, a growing number of professional data scientists, software developers, or computational statisticians are organizing around the impetus to “do good.” They might participate in hackathons, serve as consultants on government funded projects, or become hired in-house by traditional stakeholders. The tools and software they develop could be used to intervene in any number of human rights or security issues. Yet it is unlikely technology itself will provide a silver bullet solution to long-standing social, historical, structural, or contextual problems. Often the
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social barriers to addressing these issues are far more important than technological ones. Technologists should understand the ethics and responsibilities of applying technologies in areas where they lack expertise. They should seek guidance from a diverse set of stakeholders in order to understand the politics and conflicts within the space. For example, one stakeholder can be a good actor in one national context and a repressive force in another. Lastly, technologists can implement safeguards like user agreements and privacy-by-design into the technologies themselves.

Governments and Intergovernmental Organizations

Intergovernmental organizations are uniquely positioned to convene stakeholders and create policies that incentivize the development and implementation of data-centered technologies in human rights and security contexts. IGOs can address policy barriers to innovation, including reevaluating evidentiary standards that do not account for new sources of data on human rights violations or intellectual property concerns over privately held information that could mitigate a human security crisis.  

Governments can coordinate new research and development on data innovations to enhance their human rights and security programs. States can also use data collection and analysis for human rights through diplomacy, or sanctions, or interventions. New technologies and data influence states’ interventionist decision-making by providing them with more – but not necessarily more accurate – situational awareness. As security experts within government rely on new data and advanced forecast models to assess the necessity of intervention, they should be prepared to handle statistical uncertainty and risk. One vexing problem is how to safeguard against governments using new data innovations developed for human rights concerns and repurposing them into tools for political repression.

Foundations

Foundations can set an agenda for human rights organizations around responsible data practices and tools. As the human rights and human security fields become more data-intensive, foundations can invest in medium to long term research and development for safe and effective data centric technologies. Enabling activists and advocates to use and adapt technologies for human rights could require resources and capacity to explore social and technical solutions before they are tested in the field.

Foundations may use new technologies and data to make decisions about where to focus their
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resources or to evaluate the performance of the organizations and initiatives. In doing so, they should adapt their decision-making processes to take into consideration the limitations and opportunities around big data.

**Beneficiaries**

New data tools and technological advancement may empower individuals to directly intervene in human rights and security in new ways. But the democratization of human rights advocacy through big data and technology can also generate new vulnerabilities. Citizens should balance their new ability to speak truth to power with their concerns about privacy and security.

Practitioners, technologists, and policymakers should keep beneficiaries’ needs central in making determinations about data in the human rights and human security domains. Without their trust, many of the positive outcomes of these technologies will not be realized. This is particularly important in areas where technologies have been used for human rights abuses. Decision makers should adopt clear and carefully considered policies regarding consent, data ownership, and security. Technologists and human rights practitioners may need to develop new tools to allow citizens to safely share information relevant to human rights while protecting their identities. Where data allows for the individual identification of victims of abuse, they should develop protocols for communication and intervention that consider individuals’ privacy and dignity. Bringing direct beneficiaries to the table when data policies and technologies are being discussed can mitigate harm in local contexts.

**Next Steps**

The human rights, human security, and technology sectors are remarkably dynamic. As new data techniques and tools emerge, specialists in these fields must ask which technologies have the potential to bolster their work, and what opportunities and risks they pose to vulnerable populations. While most of the challenges and opportunities discussed above apply to a broad range of technologies, delving more deeply into specific case studies of data on human rights and human security can highlight the actual benefits and risks. Examples of case studies range from data mining to combat human trafficking, mobile data and unsafe migration, unmanned aerial vehicles and political violence, human rights and cyber-warfare, and private sector data sharing. In addition, more work needs to be done on beneficiaries, including the disparate impact on “users at risk,” which includes minority groups, dissidents, and journalists.
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Developing a strategic path forward includes field building, conceptual work, mapping, stakeholder analyses, case studies, workshops, education, multisector convenings, policy briefings, and cutting edge research and development. Through these efforts, guidelines and guiding principles can be developed for multiple stakeholders in different contexts. While some of the issues raised in this primer can be resolved, others will remain as important social, political, and technical challenges.

Data & Society is a research institute in New York City that is focused on social, cultural, and ethical issues arising from data-centric technological development. To provide frameworks that can help address emergent tensions, D&S is committed to identifying issues at the intersection of technology and society, providing research that can ground public debates, and building a network of researchers and practitioners that can offer insight and direction. To advance public understanding of the issues, D&S brings together diverse constituencies, hosts events, conducts directed research, creates policy frameworks, and builds demonstration projects that grapple with the challenges and opportunities of a data-saturated world.

For more on Data & Society’s Program on Data, Human Rights, & Human Security see http://www.datasociety.net/initiatives/additional-projects/data-human-rights/.
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